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[1] We present results of a simulation of a substorm on 23 March 2007 using the one‐way
coupled Open Geospace General Circulation Model–Rice Convection Model
(OpenGGCM/RCM). In the standalone RCM, inputs are typically taken from empirical
models or inferred from satellite data; however, in this simulation, the OpenGGCM
magnetic field and plasma information are used to supply inputs and boundary conditions
for the RCM. The OpenGGCM ionospheric potential is used to drive a RCM run. That
simulation is used to investigate the short time scale dynamics that occurred around
substorm onset and assumes the OpenGGCM has a realistic representation of the inner
magnetospheric magnetic field during this event. In these runs, a channel of low total
entropy plasma opened up on the RCM tailward boundary around substorm onset, and
plasma bubbles were injected into the inner magnetosphere. These bubbles were produced
by nonadiabatic processes in the OpenGGCM such as magnetic reconnection. We compare
the RCM energetic particle flux with measurements from two Los Alamos National
Laboratory (LANL) satellites. A dispersionless electron injection is reproduced at the
LANL‐89 location and a dispersed flux increase at the LANL‐97A location. The results
indicate the low‐PV 5/3 plasma accompanying magnetic field dipolarization produced
earthward plasma motion as the result of these low‐entropy flux tubes interchanging their
way into the inner magnetosphere; this process may play an important role in substorm
particle injection. A comparison simulation in which the electric field is solved by the
RCM is also presented, suggesting the need to use RCM’s electric field for more accurate
inner magnetosphere modeling.
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1. Introduction

[2] Improving global magnetohydrodynamics (MHD) mod-
els by adding missing physics to particular regions of the
magnetosphere has been a longstanding goal in magneto-
spheric modeling [e.g., Raeder, 2003; Raeder et al., 2006;
Lyon et al., 2004; Tóth et al. 2005, 2007]. In the inner mag-
netosphere, energy‐dependent gradient and curvature drifts
are important [Wolf, 1983] but are not represented in the
MHD transport equations, and efforts have been underway
for several years to couple global MHD models to various
inner magnetosphere models [e.g., Toffoletto et al., 2003; Fok
et al., 2001; Jordanova et al., 2001; Liemohn et al., 1999].
Such coupled models are expected to give a more accurate
representation of ring current dynamics and the associated

coupling to the ionosphere. Inner magnetosphere models,
such as the Rice Convection Model (RCM), require certain
inputs such as the magnetic field and plasma boundary con-
dition. By coupling to a global MHDmodel, the RCM inputs
can be self‐consistently computed. De Zeeuw et al. [2004]
presented results from a coupling effort between BATS‐R‐
U.S. (Block Adaptive Tree Solar wind Roe‐type Upwind
Scheme) [Powell et al., 1999] globalMHDcode and the RCM,
in which a two‐way coupled BATS‐R‐U.S./RCM (where
the RCM feeds back pressure) showed some encouraging
improvements in the MHD code results, including more
pronounced and well defined region‐2 currents and more
realistic inner magnetosphere pressure. Toffoletto et al. [2004]
presented first results from the LFM‐RCM (Lyon‐Fedder‐
Mobarry) [Lyon et al., 2004] and showed that one‐way
coupling produced more realistic region‐2 currents and ring
current‐ion pressures in the RCM. More recently, Fok et al.
[2006] used LFM results of a substorm simulation as input
to the CRCM (Comprehensive Ring Current Model) [Fok
et al., 2001] and reproduced observable features of oxygen
enhancement during a substorm. Moore et al. [2008] studied
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the effect of a plasmaspheric plume using results from one‐
way coupled LFM and CRCM model. Buzulukova et al.
[2010] presented one‐way coupled BATS‐R‐U.S. and
CRCM model simulations for both an idealized case and an
actual storm and showed the model reproduced many known
features of the inner magnetosphere dynamics.
[3] The results presented in this paper are from the

OpenGGCM‐RCM (Open Geospace General Circulation
Model) [Raeder et al., 2001] coupling efforts. While the fully
coupled OpenGGCM‐RCM code, in which the RCM also
feeds back both density and pressure to OpenGGCM, is
currently undergoing testing, we used the forward coupling
mode to simulate a substorm event that occurred on 23March
2007. Unlike geomagnetic storms, which are the result of
many hours or days of strong southward IMF, geomagnetic
substorms are shorter processes on a time scale of a few hours.
Thus the injection process is expected to be less sensitive to
RCM pressure feedback to the OpenGGCM.We chose the 23
March event because it is a well‐known THEMIS substorm
that has been extensively studied [e.g., Angelopoulos et al.,
2008; Keiling et al., 2008a, 2008b; Liu et al., 2009; Zhu
et al., 2009] and the standalone OpenGGCM simulation is
available for comparison [Raeder et al., 2008].
[4] The standalone OpenGGCM simulation of the 23

March event reasonably well reproduced many substorm
salient features including rapid field dipolarization, a west-
ward traveling surge, and an increase in density observed by
some THEMIS probes [Raeder et al., 2008]. The magnetic
field produced by the model also shows good agreement with
THEMIS observations. However, since the MHD description
is only single fluid, lacking inner magnetosphere energy‐
dependent drift physics, it can only provide single fluid
information about a particle injection, and is not able to cap-
ture dispersion features related to energetic particle injection
[e.g., Belian et al., 1978; Mauk and Meng, 1987; Thomsen
et al., 2001]. Injection of high‐energy particles into the
inner magnetosphere is one of the major indicators of sub-
storm onset. There are already many models that use test
particle simulations in either specified electromagnetic pulse
or precomputed MHD electric and magnetic field [e.g.,
Zaharia et al., 2000, 2004; Birn et al., 1997, 1998; Li et al.,
1998, 2003; Liu et al., 2009]. Taktakishvili et al. [2007] did
metrics analysis on two proton injection events using the Fok
ring current model [Fok et al., 1999] driven by precomputed
magnetic/electric field and plasma information from the
BATS‐R‐U.S. MHD model, and found the model performed
fairly well for the injection event under strongly varying solar
wind conditions. Zhang et al. [2007] did a storm simulation
using two‐way coupled BATS‐R‐U.S./RCM; they compared
the model outputs to geosynchronous plasma moments data
and they found good agreement. Our initial assumption in this
work was that the OpenGGCM reasonably well represents
the magnetic field during the substorm. Since the effect of
the induced electric field is implicitly included through time‐
dependent magnetic field mapping [Toffoletto et al., 2003],
the coupled OpenGGCM‐RCM model is a self‐contained
tool to cover the injection part of the substorm simulation.
[5] Recent work using the RCM to simulate substorm

injections has shown the consistency of the picture that these
injections are associated with earthward moving magnetic
bubbles. A bubble is defined as a set of magnetic flux tubes
in the magnetosphere that have a lower‐entropy parameter

PV 5/3 than their surroundings [e.g., Pontius and Wolf, 1990;
Birn et al., 2004; Zhang et al., 2008; Wolf et al., 2009],

where P is the plasma pressure and V =
Rn
s
dS/B (B is the

magnetic field strength and the integral is along the mag-
netic field line, from the southern hemisphere to the northern
hemisphere) is the flux tube volume. It is believed that these
bubbles are produced by an nonadiabatic process such as
magnetic reconnection [Birn et al., 2006] or current dis-
ruption in the inner part of the plasma sheet [e.g., Lui et al.,
1992; Sitnov et al., 2007; Wolf et al., 2009] and they are
important for plasma transport from tail to inner magneto-
sphere [e.g., Lyons et al., 2003; Apatenkov et al., 2007;
Sergeev et al., 1996]. Observational evidence of a bubble
propagation in the inner magnetosphere has emerged from
Cluster and Double Star observations [e.g., Walsh et al.,
2009], which support the existence of an earthward mov-
ing bubble as near as 7 RE. Recent modeling work has also
suggested that these bubbles play a crucial role in the injec-
tion of plasma into the stormtime ring current. Using a self‐
consistent RCM‐E simulation, where the magnetic field is
computed to be in force equilibriumwith the RCM‐computed
plasma pressures, Lemon et al. [2004] showed that even under
strong convection, plasma cannot be injected into the inner
magnetosphere, unless one reduces PV 5/3 below typical
middle‐plasma sheet values. Yang et al. [2008] simulated a
saw‐tooth event using the RCM, by treating each tooth as
separate substorm and manually reducing the PV 5/3 on the
RCM boundary at each expansion phase with the intentional
goal of matching observations. The simulated energetic par-
ticle flux and neutral atom fluxes matched well with obser-
vations. Zhang et al. [2008, 2009] presented another RCM
simulation that injects a bubble into the inner magnetosphere,
also by performing a reduction of PV 5/3 over a range of local
time at the RCM simulation boundary, and correspondingly
increasing the electric field Ey. In either of the above sim-
ulations, a bubble is introduced through the RCM outer
boundary assuming that the bubble is produced by a process
outside the RCM modeling region. Thus, a RCM or RCM‐E
simulation of a substorm always involves a depletion ofPV 5/3

on the boundary resulting in the injection of the bubble.
In this study, when the substorm produces bubbles in the
MHD model, they propagate into the inner magnetosphere
via interchange [Wolf et al., 2009].
[6] In this study, we use the one‐way coupled

OpenGGCM‐RCM model to study the injection event in the
23 March 2007 substorm and compare model results with
data from different LANL geosynchronous satellites. We
explore the features of the bubble that was injected into the
inner magnetosphere during the substorm expansion phase
and discuss the creation of the bubble. In the initial run,
we used the ionospheric potential distribution computed by
OpenGGCM to compute the ionospheric potential distribu-
tion that transports particles in the RCM. We will label this
run RCM Run1 or Run1 in this paper. We also present a
comparison run that uses the ionospheric electric field com-
puted from RCM pressures and Birkeland currents. This run
will be labeled as RCM Run2 or Run2. The first part of the
paper will describe in detail the model setup and coupling
methodology. In the second part, we show model results of
the substorm event including comparisons with observations.
In the latter part of the paper, we explore how the bubbles are
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created in the MHD simulation and also discuss features of
the self‐consistent electric field. Section 5 gives conclusions
and summarizes the paper. Appendix A describes the equa-
tions used in the information exchange in the code coupling.

2. Model Description and Setup

2.1. OpenGGCM Description

[7] The OpenGGCM is a large‐scale model of the Earth’s
magnetosphere originally developed at UCLA by Raeder
[Raeder et al., 1998]. The OpenGGCM self‐consistently
solves the MHD equations for the magnetic field, plasma
density and pressure and ionosphere potential in its simula-
tion domain. The current version of OpenGGCM consists of
three components: the global magnetosphere, the ionosphere
and the CTIM (Coupled Thermosphere Ionosphere Model)
[Fuller‐Rowell et al., 1996; Raeder et al., 2001] module. The
global magnetosphere model solves the semiconservative
MHD equations inside the simulation domain to the inner
boundary which is at about 3.5 RE. The OpenGGCM uses
a stretched‐Cartesian grid which not only allows straight-
forward and efficient parallelization, but also has optimized
grid resolution near regions of interests. For spatial dis-
cretization, the OpenGGCM uses a hybrid flux construct
scheme (switch between a fourth‐order and a first‐order
Rusanov flux scheme, depending on the gradients in the
solution.) and an explicit predictor‐corrector finite difference
scheme in time stepping. It is important in every MHDmodel
that the divergence of magnetic field is kept close to zero
and the OpenGGCM achieves this by putting variables on
a staggered grid, which can maintain zero divergence to
numerical roundoff [Evans and Hawley, 1988]. The code
uses an anomalous resistivity which is parameterized by the
local current density, and is nonzero only when the current
density exceeds a specified threshold. Birkeland currents at
the inner boundary are mapped to the ionosphere assuming a
dipole magnetic field; these currents are used to solve for the
potential in the ionosphere usingr ·S ·rF = −jk sin Iwhere
I is the field inclination angle at the ionosphere and S is the
conductance tensor. The potential is then mapped back to the
inner boundary of theMHD code which is used as a boundary
condition. The ionospheric component of the model is cou-
pled to the CTIM model, which takes inputs from the MHD
model for electron precipitation parameters and electric field.
It also uses parameterized solar 10.7 cm flux and the tidal
modes. CTIM self‐consistently solves the neutral and ion
fluid equations to provide conductances to the OpenGGCM
ionosphere for the potential calculation. A detailed descrip-
tion of the OpenGGCM can be found in the works by Raeder
[2003] and Raeder et al. [2008].

2.2. Rice Convection Model

[8] The Rice Convection Model (RCM) is an inner mag-
netosphere model that has been developed at Rice University
[e.g., Wolf, 1970; Jaggi and Wolf, 1973; Harel et al., 1981;
Wolf, 1983; Spiro et al., 1988] and is designed to carefully
treat the physics of the inner magnetosphere and its coupling
to the ionosphere using a scheme first proposed byVasyliunas
[1970]. By neglecting the inertial terms in the MHD momen-
tum equation and assuming a known time‐dependent mag-
netic field, the RCM computes bounce‐averaged particle
motion in the slow flow region of the inner magnetosphere on

a 2 dimensional ionospheric grid. The RCM assumes an
isotropic pitch angle distribution and treats different energy
components in the plasma distribution function as inde-
pendent fluids (channels), each with an energy invariant ls.
Using adiabatic drift convection theory, the kinetic energy for
given plasma fluid with energy invariant ls and location x
is given by W(ls,x, t) = lsV

−2/3. The RCM computes cur-
rents, electric field and particle~E ×~B and gradient‐curvature
drifts of each channel self‐consistently, given user specified
plasma distribution and potential on the boundary. The basic
equations used in RCM for the plasma evolution are

@

@t
þ~vs � r

� �
�s ¼ S �sð Þ � L �sð Þ; ð1Þ

~vs ¼ �s

qsB2
~B�rV�2=3 þ

~E �~B

B2
; ð2Þ

and

~E ¼ �r Fiono þ Fcorotationð Þ; ð3Þ

where ~vs is the bounce‐averaged particle drift velocity
for channel s, hs is the number of particles per unit magnetic
flux(flux tube content), qs is the particle charge, S and L
are the sources and losses and ~E, ~B have their usual mean-
ing as electric and magnetic field, respectively. The induction
E‐field is introduced by time varying magnetic field map-
ping from the ionosphere. The RCM has its own routines for
calculating Birkeland currents as well as ionospheric con-
ductances and potentials, but in the coupled code, Fiono can
come either from the OpenGGCM (for RCM Run1) or the
RCM (for RCM Run2. A more detailed description of the
RCM can be found in the review paper by Toffoletto et al.
[2003 and references therein].

2.3. Coupling Methodology

[9] As noted in sections 2.1 and 2.2, the RCM and
OpenGGCM work on different spatial domains and use
different mathematical descriptions and coordinate systems.
In order to couple the two codes, conversion of three‐
dimensional plasma moments to field‐line averaged values
and back is required. Figure 1 shows the diagram of the
coupling methodology. Since the RCM operates only in
the closed field line region, field lines are traced to find the
open/closed boundary and MHD‐based plasma information
is averaged along the field line (see Appendix A). At each
exchange time (every 1 ∼ 5 min, 3 min used in this paper), the
MHD nodes assemble the necessary field and plasma infor-
mation and send it to the RCM. The OpenGGCM ionosphere
node also assembles the potential (without corotation), and
when needed, the conductance information and sends them to
the RCM. The RCM node then uses this information to pre-
pare a run for the RCM, tracing from every RCM ionosphere
grid point to get the field mapping information and flux tube
volume, as well as the field‐line‐averaged temperature and
density on the polar boundary. Coordinate transformations
are conducted in the tracing to convert the MHD information,
which is in GSE coordinates, to the RCM, which works in
SM coordinates. (The standalone RCM can be thought to be
working in GSM coordinates, though, since GSM and SM are

HU ET AL.: ONE‐WAY COUPLED OPENGGCM/RCM SIMULATION A12205A12205

3 of 19



the same within the assumption of a zero dipole tilt). The
RCM assumes symmetry between the two hemispheres
and its grid is in the northern hemisphere. For simplicity,
only the potential and conductance (for RCM Run2) on the
OpenGGCM northern ionosphere are mapped onto the RCM
grid, and the corotation potential is included in the RCM
calculations. For MHD runs with nonzero dipole tilt, the
ionospheric potential is not necessarily the same at the
ionospheric footprints of a field line, due to numerical errors
in the MHD code, and that causes errors in the coupled‐code
results. Figure 2 indicates the size of this error, by comparing
the MHD‐computed potential drop across the RCM model-
ing region for the two hemispheres; we find they differ by
less than 20%. Due to the nonzero dipole tilt, the MHD
conductances at the northern and southern ionospheric foot-
prints of a field line may be the different; our use of just the
northern‐ionospheric conductance is also a source of error in
the coupled‐code results. Another option would be to use the
averages of the MHD potentials for RCM Run1 and the total
conductance, total Birkeland current, and average boundary
potential for RCM Run2 [e.g., Buzulukova et al., 2010].
[10] When the RCM gets all the necessary information, it

creates input files which have the formats that are normally
used by the standalone RCM. The coupling interface spe-
cifies the start and stop time and calls the main RCM program
to run for an exchange interval. When the RCM finishes
its calculation, it can use the MHD‐based magnetic field to
update the pressures and densities at MHD grid points. The
OpenGGCM code runs simultaneously when RCM is run-
ning, until the next exchange time, at which the MHD nodes
will receive updated RCM pressure and density information.
The MHD can choose to use this information to nudge its

pressure and density (in this case we call it a two‐way coupled
run). Since the two‐way coupled code is currently under-
going testing, the simulation presented here, in which a high‐
resolution MHD grid is used, the feedback is turned off, i.e.,
the MHD code only sends its information to the RCM and
there is no feedback to the MHD.

2.4. Model Inputs and Setup

[11] For the results presented here, all MHD parameters
are set as in Raeder et al. [2008]. The run time for the
OpenGGCM and RCMwas from 7:00 UT to 15:00 UT on 23
March 2007. The model inputs include the upstream solar
wind and interplanetary magnetic field (IMF) which are taken
from the WIND satellite at ∼198 RE sunward. The solar wind
and IMF are propagated ballistcally to the sunward boundary
of the simulation (20.01 RE) at the prevailing solar wind

Figure 2. Potential drop (kV) at the RCM polar boundary
for the northern (solid line) and southern hemisphere (dashed
line).

Figure 1. Diagram of OpenGGCM and RCM coupling methodology for the case where the RCM uses
the ionospheric potential computed by OpenGGCM.
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speed. The orientation of the solar wind magnetic structure
is taken into account by computing the normal direction of
the solar wind discontinuities using the minimum variance
method [Raeder et al., 2001]. The coupled thermosphere
ionosphere model (CTIM) was used for more realistic con-
ductance calculation. The OpenGGCM grid for this run
contains 37.8 million cells and the smallest grid spacing is
∼0.15 RE. The RCM grid resolution in latitude and longitude
is 200 × 101. For the RCM calculation, we used 200 invariant
energy channels and the Spence and Kivelson [1993] model
for the initial setup of the plasma distribution. While there is
an option to use the MHD plasma information for the RCM’s
initial condition, but that results in unrealistically low particle
fluxes, due the unrealistically low initial particle pressure in
the MHD code’s inner magnetosphere. We assume a kappa
distribution in converting from single fluid quantities to RCM
multifluid information, where � = 5 was assumed for protons
and � = 3 is for electrons. These kappa parameters were
chosen to be in a reasonable range as discussed by Yang et al.
[2008] and Christon et al. [1988]. The RCM takes mag-
netic field and boundary information from the OpenGGCM
throughout the run except for the initial plasma condition. A
comparison of magnetic field between OpenGGCM simu-
lation and measurements by GOES11 (around 01–02 MLT
during the injection) is shown in Figure 3. The MHD time in
Figure 3 is in simulation UT and has not been time‐shifted.

The value Fiono in equation (3) is taken from OpenGGCM by
default but the potential can be also solved by the RCM. We
present results from using both ionospheric potentials. All
loss mechanisms in RCM (charge exchange for ions and
strong pitch angle scattering for electrons) are turned off for
simplicity. Charge exchange for the ions is a relatively slow
process and would have small effect on the short simulation
presented here, but electron losses can be significant. As a
result, in both cases the simulation should tend to overesti-
mate particle fluxes, particularly for electrons. The number
of channels (∼200) and the energy invariant (l) associated
with each channel are preset before the run to ensure that the
distribution function is properly resolved at the tailward
boundary.

3. Model Outputs and Results for RCM Run1

3.1. Bubbles

[12] It is believed that during the expansion phase of a
magnetic substorm, depleted flux tubes in the plasma sheet
are formed, possibly because of reconnection or some other
nonadiabatic process such as current disruption [Zhang et al.,
2008, 2009; Wolf et al., 2009]. These bubbles have a lower
PV 5/3 than their surroundings and are interchange unstable.
They tend to move earthward and sometimes are seen as
BBFs (Bursty Bulk Flows) in the plasma sheet [e.g.,

Figure 3. Comparison of magnetic fields measure by GOES11 (dashed line) and OpenGGCM simula-
tion (solid line, not time‐shifted) as a function of UT. GOES11 is around 01–02 MLT.
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Angelopoulos et al., 1994]. These high‐speed flows or bub-
bles are thought to be one of the major mechanisms for
tail flux transport and bringing plasma sheet particles near
the Earth during geomagnetically active periods. Figure 4
shows eight RCM equatorial time series snapshots for
PV 5/3[nPa(RE/nT)

5/3] from Run1, after the “code substorm
onset time” (∼10:40 simulation time in the MHD [Raeder
et al., 2008]; we will use the simulation time in this paper).
The Sun is to the left. The first two plots in Figure 4 show
how the low‐PV 5/3 channel (yellow in color) that starts to
open up in the midnight sector at simulation time ∼10:45 UT.
In the subsequent plots, this low‐PV 5/3 channel expands in
local time (e.g., centered in the premidnight sector between
2100 LT and 0130 LT as shown in the fourth plot in Figure 4),
which is consistent with the conclusion of Liu et al. [2009]
that the injection initiated between 2100 LT and 0100 LT.
The leading edge of the bubble moves closer to the Earth and
has a tendency to travel westward because of gradient and
curvature drifts. From the time series of the contours, the
potential electric field increases in the bubble region during
the injection and exhibits weak shielding near the Earth.
Throughout the injection, the entropy parameter of the
newly injected flux tubes is ∼0.06 (nPa(RE/nT)

5/3); the bubble
reached ∼5 RE from the Earth. There are also signatures of
possible interchange instability on the leading edge of the
bubble, as seen by the presence of the finger‐like structures in
the second plot. The closure of this low‐PV 5/3 channel took
place at ∼11:45 UT; by 12:00 UT, the PV 5/3 configuration in
the inner magnetosphere has almost returned to the pre-
injection state.
[13] The equatorial RCM pressure from Run1 before and

after the bubble injection is shown in Figures 5a and 5b. The

pressure in the inner magnetosphere increases and the peak
pressure occurs closer to Earth after the bubble injection.
These features of the model‐produced bubble are qualita-
tively in agreement with the results presented by Zhang et al.
[2008, 2009] and the picture first suggested by Pontius
and Wolf [1990]. However, the way that the OpenGGCM
imposes low‐PV 5/3 boundary condition seems to be different
from Zhang et al. [2008] in which the flux tube content is
reduced at the boundary, but the magnetic field is not changed
correspondingly. In the OpenGGCM run, despite the slight
change in particle pressure, the RCM sees rapid magnetic
field dipolarization at the boundary starting at ∼10:40 (at
x = −9 RE, Bz = 23.9 nT at 10:45, comparing to Bz = 13 nT at
10:36). Zhang et al. [2009] include the field stretching and
collapsing of the magnetic field. Thus, in the MHD results as
well as in the work by Zhang et al. [2009], P changes rela-
tively little, and the decrease in PV 5/3 is mostly associated
with the decrease in V during the dipolarization. Figure 5c
shows the OpenGGCM pressure in the equatorial plane,
and it is much weaker than the RCM computed pressure
in Figures 5a and 5b. Examples of OpenGGCM Birkeland
currents and RCM computed Birkeland currents (from Run2)
are shown in Figures 5d and 5e. The currents from the
OpenGGCM are more diffusive and the region‐2 currents are
weaker. Figure 5f shows higher ion and electron temperature
in the injection region for Run1.

3.2. Bubble Creation in the OpenGGCM

[14] To provide a closer look at how these bubbles are
created in the MHD code, Figure 6 shows the entropy
parameter PV 5/3 in the equatorial plane in the MHD domain
along with the field line shape and the velocity in the

Figure 4. PV 5/3 [nPa(RE/nT)
5/3] time series of the bubble injection on the RCM equatorial plane with

potential solved by OpenGGCM (5 kV spacing) for RCM Run1. The Sun is to the left. Locations of
LANL97A (LANL89) are marked as squares (circles).
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noon‐midnight meridian, for three different times: 10:30 UT,
10:42 UT and 11:01 UT. The first three rows are plasma
pressure with field lines and flow velocity in x direction in the
noon‐midnight meridian plane, with the Sun to the right. The
last row presents the field line averaged quantity PV 5/3 =Rn

s
P3=5 ds

B

� �5=3
, plotted on the magnetic equatorial plane, with

the Sun to the left. Since PV 5/3 is a field line averaged
quantity, points not on closed field lines are not shown. The
field line tracing was stopped at the ∼4 RE inner shell because
inside the inner boundary the MHD field is assumed to be
dipolar and is constant with time.
[15] At 10:30 UT, which is near the end of the substorm

growth phase, the field lines are quite stretched and there are
no noticeable earthward flows. Most of the plasma sheet
points are on closed field lines, though there is a patch of open
field lines toward the dusk side of midnight; they show up as
blank in the equatorial plane. Postmidnight, there is a pair of
high‐/low‐PV 5/3 flux tubes and we will discuss this in the
next paragraph. The MHD code onset time is about 10:42 UT
[Raeder et al., 2008], when earthward flows are seen in
the ∼13 RE region, associated with the field dipolarization.
(Actual substorm onset occurred 30 min later.) A bubble
emerges from the reconnection site, which is duskward of the
local midnight, and moves earthward at an MHD‐estimated
speed of ∼160 km/s. At around the same time, the RCM sees
a depleted PV 5/3 channel opening at its tailward boundary
(∼10 RE). The third column of the PV 5/3 plots shows time
11:01 UT, by which time the reconnection that powers the
major activation of the substorm, occurs over a wide range
of local times resulting strong earthward and tailward flow.
One can also see this from the field topology; the X line is

at ∼17 RE at local midnight. Magnetic field lines are quite
dipolarized earthward of the X line, and the current sheet is
thinning on the tailward side. The PV 5/3 plot for 11:01 UT
(Figure 6, bottom right) shows that depleted flux tubes are
formed and bubbles rapidly move earthward with an MHD‐
estimated speed of ∼200 km/s. These bubbles are emerging
from the X line and they gradually slow down as they travel
closer to the Earth into the RCM modeling region. In fact,
reconnection at ∼20 RE, which results in consistent earthward
flows, lasts until ∼11:30; during the expansion phase, the
reconnection site moves more tailward.
[16] In the substorm growth phase (∼10:22), at ∼11 RE

toward the dawn side of local midnight, a local maximum in
PV 5/3 (blob) appears next to a minimum in PV 5/3 (bubble),
Figure 7 shows the PV 5/3 on the equatorial plane and the
OpenGGCM flow velocity in x direction, for UT 10:22, 10:25
and 10:28. The anomalous resistivity as computed by the
OpenGGCM is shown as black spots in the PV 5/3 plots
(Figure 7, top) with the Sun to the left. From left, the blob is
seen at ∼10:22; it moves antisunward and is associated with
patches of anomalous resistivity. The anomalous resistivity
is determined by local current and it must reach certain
threshold before switched on thus it is nonzero for only a few
grid points in strong current sheets [Raeder et al., 1998].
From the results, the blob forms while the anomalous resis-
tivity is zero, so its formation is possibly due to numerical
resistivity. The OpenGGCM flow plots in Figure 7 (bottom)
show both the earthward flow of the bubble and the anti-
sunward motion of the blob, which accelerates as it travels
tailward. This weak bubble moves earthward but it does not
propagate deep into the inner magnetosphere. The separation
of the bubble and the blob could create a more favorable

Figure 5. (a and b) RCM pressure on the equatorial plane before and after the onset from Run1.
(c) OpenGGCM pressure on the equatorial plane after onset. (d and e) Comparison of equatorial
maps of ionospheric Birkeland currents computed by OpenGGCM (Figure 5d) and the RCM from
Run2 (Figure 5e). (f ) RCM ion and electron temperatures (keV) in the equatorial plane from
Run1.
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magnetospheric configuration for further instabilities such
as magnetic reconnection to occur. Thus, the interchange
instability resulted from the bubble/blob pair may have
important implications for the substorm expansion phase,
though careful further study is needed to confirm this simu-
lation result.
[17] Overall, the majority of bubbles that propagate into the

RCM modeling region during the substorm expansion phase
are caused by magnetic reconnection in the tail which powers
the main activation of the substorm. There are multiple
reconnection sites during this event and bubbles created at
different locations tend to have different properties. The field
is quite dynamic during the substorm expansion phase and

more investigations are needed to fully understand the onset
mechanism in this event.

3.3. LANL Energetic Particle Flux and MPA
Measurements

[18] In this section, we compare our model produced
particle flux with two LANL satellites LANL89‐046 and
LANL97A at geosynchronous orbit, where an increase in
high‐energy particle flux is often observed during a sub-
storm expansion phase. The energization of these particles is
often attributed to induced, impulsive electric fields possibly
associated with field dipolarization. There is evidence that

Figure 6. (top) The three rows show midnight‐meridian plane cut for OpenGGCM pressure with mag-
netic field line topology and velocity in GSE x direction with the Sun to the right. (bottom) PV 5/3 on the
equatorial plane with the Sun to the left (there are no PV 5/3 values in the white region due to field line
traces not being closed). The three frames are for (left) 10:30, (middle) 10:42, and (right) 11:01 UT.
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Figure 7. (top) PV 5/3 and (bottom) OpenGGCM flow velocity in GSE x direction on the RCM equato-
rial plane, for (left) 10:22, (middle) 10:25, and (right) 10:28 UT. The black spots on PV 5/3 plots indicate
where the anomalous resistivity in the OpenGGCM is nonzero.

Figure 8. (left) Simulated SOPA fluxes versus (right) observations for satellite LANL89‐064 and
LANL97A for RCM Run1. The energies are 50–75, 75–105, 105–150, 150–225, and 225–315 keV, from
blue to purple. The simulation results have been time‐shifted 30 min.
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earthward moving bubbles are also associated with a sub-
storm injection [e.g., Lyons et al., 2003].
[19] At substorm onset, LANL89‐046 satellite was located

near local midnight and LANL97A near 2100 LT. Figure 8
shows comparisons for RCM Run1 between the ener-
getic particle differential flux (/cm2/s/sr/keV) measured by
SOPA instruments on LANL89‐046 and LANL97A and
the simulation outputs. Since the OpenGGCM onset time is
∼10:40UT, earlier than the actual onset times (∼11:00UT and
11:19 UT), we time‐shifted the simulation 30 min for easier
comparison with observations. The discrepancy in onset time
may be due to the preconditioning in the MHD code. In this
run, the MHD code started 4 h before the actual event which
may not be long enough to remove any remnants of the initial
condition used to start the MHD code [Raeder et al., 2008].
Other effects such as insufficient resolution in theMHD code,
and missing physics such as kinetic effects and feedback
from an inner magnetosphere model such as the RCM may
also play a role in the timing of substorm onset. For the
post midnight satellite LANL89‐046, a major dispersionless
electron injection is observed along with an increase in proton
fluxes that exhibits a slight dispersion. The simulation results
for LANL89‐046 basically reproduce the dispersionless elec-

tron injection, and the ion flux is also roughly in agreement
with observations.
[20] For the premidnight satellite LANL97A, an ion

injection with small dispersion is observed and this is con-
sistent with the slightly dispersed injection in the observa-
tions. The electron fluxes in the simulation show an increase
which is different from the observations, partly because the
satellite is close to the RCM dusk side tailward boundary
and the westward electric field there draws particles at the
boundary toward the Earth to 6.6 RE. Since LANL89‐046 is
inside the injected bubble at the time of code onset, one would
expect it to see dispersionless flux increases from both elec-
trons and ions. LANL97A is outside the simulated bubble
region, and it does not see the newly injected particles directly
but sees them after the gradient and curvature drift around to
the satellite; thus it observes dispersional proton injection.
The injection picture we infer from the simulation is gener-
ally consistent with the analysis by Liu et al. [2009], except
that we also see a dispersionless ion flux increase since our
injection boundary is wider in local time compared to their
conclusion. The dispersionless electron injection in our
simulation has a ramp‐up time in the order of ∼10 min, while
the injection in the observation is faster (a few minutes). That

Figure 9. Top four plots are MPA moments for (left) simulation versus (right) observations for satellite
LANL89‐064 from RCM Run1. Bottom four plots show MPA moments for simulation versus observa-
tions for satellite LANL97A from RCM Run1. The simulation results have been time‐shifted 30 min.
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difference may be partially due to the fact that the earthward
flow in the MHD is slower than what was observed. The
observation at THEMIS C (closest to tail center at X ∼ −7 RE)
indicates earthward flow as high as 300 km/s, while theMHD
earthward flow velocity is ∼100 km/s at ∼−9 RE around the
code onset time (Figure 6).
[21] Figure 9 compares the simulation results from Run1

with the observed MPA moments, specifically the partial
density and partial pressure in the energy range for the two
LANL satellites. Figure 9 (left) shows the simulation results
and Figure 9 (right) shows the observational data. LANL
MPA instruments measure the charged particle distribution
from 1 eV to ∼40 keV, while the corresponding RCM quantity
is obtained by summing the energy channels within the
measurement range. The partial pressure for the measurement
is calculated by summing the partial pressure for the high‐
energy protons (0.13–45 keV) and the pressure for the elec-
trons. Though there are unfortunate gaps where observations
were not available, overall, the simulation captures the trend

of the density and pressure variation. However, the RCM
tends to overestimate the density. This is partly due to the
higher density at the inner edge of the plasma sheet resulting
from the boundary condition that was imposed on RCM
before the dipolarization. In addition, the RCM pressure is
higher than the observations and this and the higher densities
may be due to the fact that themagnetic field is not responding
to the RCM pressures, since feedback to the MHD code is not
turned on. In simulations with self‐consistent magnetic fields,
the pressure in the inner magnetosphere tends to be lower
than in simulations with non‐self‐consistent magnetic field
[Zaharia et al., 2005]. Pressure is lower in two‐way coupled
OpenGGCM/RCM runs than in the standalone RCM. These
results do suggest the importance of a self‐consistent mag-
netic field in matching observations.
[22] The overall reasonable agreement between simulation

and data confirms the association of substorm injections
with earthward moving bubbles. It also demonstrates that
the OpenGGCMmodel, when coupled with the RCM, can be

Figure 10. PV 5/3 time series plot of the bubble injection on the equatorial plane for the run using RCM
potential solver (Run2). Solid lines are ionospheric potential with a spacing of 5 kV.
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used to simulate substorm injection events, although feed-
back to the magnetic field could be important.

4. Results Using the RCM Computed Electric
Field (RCM Run2)

4.1. Differences Between MHD‐ and RCM‐Computed
Electric Fields

[23] In this section, we present results from a run in which
the potential electric field was computed using RCM rather
than MHD machinery. There are several major differences
in the procedure.
[24] 1. The two procedures calculate Birkeland currents in

profoundly different ways. OpenGGCM calculates b̂ ·r × B
on a spherical surface at ∼4 RE and then maps the currents to
the Earth’s surface assuming dipole field lines. The RCM
uses a completely different approach, based on the current
conservation equation written in the form

Jki
Bi

¼ �
Z

r � J? ds

B
: ð4Þ

The two approaches are both based on MHD and are equiv-
alent, in principle, provided that inertial currents are unim-
portant. However, the OpenGGCM usually do not have
enough grid points near 4.5 RE to resolve the complex auroral
Birkeland currents.
[25] 2. The MHD code includes inertial currents in its

calculation of J?, while the RCM neglects those currents
entirely and assumes that J? = B ×rP/B2. (Substituting this

in (4) gives Vasyliunas equation Jk = b̂ · rV × rP/2, after
some manipulation.) The RCM’s neglect of inertial currents
constitutes a fundamental problem in using the code to treat
fast moving bubbles. As noted in section 2.2, use of the RCM
is usually limited to subsonic flow regions and precludes
representation of waves. The run presented here that uses the
MHD‐calculated ionospheric potential includes inertial cur-
rents, but it has numerical difficulties, as described in items 1,
3, and 4.We are still working to find a procedure that includes
the effects of inertial currents without the numerical problems
inherent in the MHD code.
[26] 3. The MHD code sets Birkeland currents equal to

zero for field lines with L < ∼4.
[27] 4. Figure 5 makes it clear that the RCM‐ and MHD‐

computed pressure distributions, which strongly affect the
Birkeland currents, are very different. There are several rea-
sons for this. First, the RCM initial condition includes a
realistic trapped particle population near the Earth, while the
MHD initial condition does not. Consequently, the RCM
pressures are higher near the Earth. Second, the MHD code
does not include transport by gradient/curvature drift, which
is important in the inner plasma sheet and ring current. Third,
there is muchmore numerical diffusion in theMHD code than
in the RCM, and it tends to diffuse plasma outward from the
high‐pressure near‐Earth region.
[28] In the two‐way coupled case, MHD pressures are

forced to be approximately consistent with RCM values, but
that is not true in the present one‐way coupled code used
here. Considering all of the differences between the two
approaches for computing Jk, one might expect them to give

Figure 11. Birkeland currents in microamperes per square meter (color) and potential (contours) for the
run using the RCM electric field (Run2). Positive Birkeland currents (yellow to red) are down into the
ionosphere, while negative currents (blue) are up from the ionosphere. The current densities are iono-
spheric values mapped to the equatorial plane.
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different results, and they do. TheMHD‐computed Birkeland
currents shown in Figure 5 are indeed very different from the
RCM results.
[29] 5. Both codes use routines for solvingr ·S ·rF = −jk

sin I on a 2‐D spherical grid; the RCM grid is denser than the
OpenGGCM ionospheric grid but covers less latitude. The
two have the same potential on the high‐latitude boundary
of the RCM, because the RCM takes its boundary condition
there from MHD. However, the low‐latitude boundary con-
ditions for the potential solvers are different and are applied at
different locations (45° latitude for RCM, 0° forMHD). Since
themapping originates from a spherical shell around the Earth
at ∼3.5 RE, the MHD electric field solution below ∼58° is
artificial. The conductances are the same, as the OpenGGCM
conductance model is used in both cases.

4.2. Bubble

[30] Figure 10 shows four snapshots of the entropy
parameter PV 5/3 and the potential for the run using the RCM
potential solver (Run2); it should be compared to results
shown in Figures 4 for Run1, which used theMHDpotentials.
The bubble injection process in this run is quite similar in
the two runs. For example, the low‐PV 5/3 channel opens
and closed at around the same times as in the run with
OpenGGCM potential, which is due to the OpenGGCM
magnetic field and plasma boundary conditions. Both runs

show enhanced westward electric field inside the bubble.
However, the electric field in the bubble is stronger in the
run using RCM potential and the bubbles travel slightly faster
(e.g., by comparing plots at UT 11:21 and 12:00). The dif-
ference is probably due to a combination of factors 1, 2, and
4 in section 4.1. Figure 11 shows the mapped equatorial
time series plots for the ionospheric Birkeland currents with
potential contours. From the time series of the contours, the
potential electric field increases in the bubble region during
the injection and exhibits weak shielding near the Earth,
although the region‐2 Birkeland currents are well defined.
The leading edge of the bubble caused a misalignment of the
gradient of PV 5/3 and the gradient of the flux tube volume.
Thus according to the Vasyliunas equation [Wolf, 1983] a
wedge‐like current is generated in the RCM aroundmidnight.
After the injection these currents become weaker. The two
runs also give similar SOPA predictions; Figure 12 shows
the geosynchronous SOPA fluxes for the case using RCM‐
computed electric field and they are very similar to the results
using the OpenGGCM potential (Figure 8). Figure 13 com-
pares observational data with model‐computed plasma
moments, for the run using the RCM electric field, and they
are also similar to the results using the OpenGGCM potential
(Figure 9) except that pressure and density values obtained in
this run are closer to observations.

Figure 12. Simulation of SOPA fluxes versus observations for satellite LANL97A and LANL89‐064,
using the RCM electric field (Run2). The energies are 50–75, 75–105, 105–150, 150–225, and 225–
315 keV, from blue to purple. The simulation results have been time‐shifted 30 min.
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[31] The differences between the two electric fields are
greatest in the near Earth region. The MHD‐based potential
from Run1 shown in Figure 4 exhibits little or no shielding in
the inner magnetosphere while in the same region the RCM
potential from Run2 in Figure 10 shows significant shielding
of the cross tail potential. The weaker region‐2 currents
computed by the MHD may be due to the limited resolution
for computing currents in the inner magnetosphere.
[32] The bubble injections are quite similar in the two

runs, due to the fact that the bubbles were injected partly by
the induction electric fields (same in both runs) and partly
because the potential electric field in the bubble differs only
moderately in the two runs. The RCM generally produces a
more realistic electric field distribution, particularly because
it exhibits significant shielding and other known features.
Some implications of that difference will be explored in
section 4.3.

4.3. Plasmasphere Plume After Bubble Injection

[33] The plasmasphere contains particles of mostly iono-
spheric origin with energy around 1 eV. The motion of these
cold particles is determined by the electric field, including
the effect of the Earth’s rotation. The plasmasphere can have
significant structure; such as the plasmaspheric plume, which
is thought to form during enhanced magnetosphere convec-
tion [e.g., Pierrard et al., 2009]. To simulate the plasma-
sphere in the RCM, we set the lowest‐energy channel with

density values from Gallagher et al. [2000] model as an
initial condition. This low‐energy channel has a very low
invariant energy so it carries a large density but an insignif-
icant total pressure. This approach neglects the long‐term
effects such as refilling and night side losses, but the effects of
these are limited due to the short runs.
[34] Figure 14 shows snapshots of the plasmaspheric den-

sity from Run2 for three times, one before the arrival of the
bubbles, one during the bubble injection and one just after.
The potential lines on these plots are ionospheric potential
with corotation and thus are approximately the instanta-
neous drift paths for this low‐energy channel, aside from the
effects of induction electric fields, which are modest in the
inner magnetosphere. Figure 15 shows the equatorial poten-
tial electric field comparison between Run1 (Figure 15a)
and Run2 (Figure 15b). RCM Birkeland currents on the
ionosphere in the run using RCM potential (Run2) and
the OpenGGCM field‐aligned currents on the ionosphere
(Figure 15d) are also compared in Figure 15. The RCM
electric field computed self‐consistently with the plasma
shows an enhanced electric field in the dusk and midnight
sector (∼5–6 RE) after the bubble injection. These strong
electric fields near the dusk side of the plasmapause, usually
called SubAuroral Ionization Drift (SAID) events [Spiro
et al., 1979], cause particles in the plasmasphere to ~E × ~B
drift westward and then sunward, and eventually creating a

Figure 13. The same as Figure 8 but for the run using the RCM electric field (RCM Run2).
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plasmaspheric plume [Goldstein et al., 2005]. The polar cap
potential drop in the RCM modeling region decreases from
∼80 kV to ∼50 kV (shown in Figure 2) during the injec-
tion, and a shielding appears. If viewed on the ionosphere,
the downward region‐2 currents at the dusk‐midnight sec-
tor move equatorward into the lower conductance region
and thus strong electric field is produced [Southwood and
Wolf, 1978]. Since the OpenGGCM does not resolve the
Birkeland currents at this region, the electric field it obtains
does not show this feature in the inner magnetosphere. There
is a region near the Earth with strong electric field from
OpenGGCM (Run1) after the onset as seen in Figure 15.
Since this region is inside the OpenGGCM inner boundary,
the strong electric field could be an artifact of the low con-
ductance and the weak region‐2 currents (shown in Figure 15).
The spotty structures shown in OpenGGCM computed
Birkeland currents, although are consistent with many obser-
vations [e.g., Iijima and Potemra, 1976; Sitnov et al., 2010]

will be further investigated in future studies. Unfortunately
there are no available observations at the event time to con-
firm the existence of a plasmaspheric plume in this event, but
the results indicate the need to use RCM self‐consistent
electric field to more accurately model the inner magneto-
sphere electric field.

5. Discussion and Conclusions

[35] A one‐way coupled OpenGGCM and RCM simula-
tion was carried out to investigate a substorm event on 23
March 2007. It is the first time that a coupled MHD‐RCM
code has been used to simulate a substorm injection event,
picturing the injection process in terms of earthward moving
bubbles. In this simulation, the OpenGGCM magnetic field
and plasma information are used as input and boundary
conditions to the RCM, assuming the OpenGGCM provides
reasonably good magnetic field, although feedback of the

Figure 14. Plasmaspheric density on the equatorial plane before, during, and after the bubble injection
for RCM Run2. Solid lines are the potential (including corotation).
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RCM pressures and densities will likely change the magnetic
field in the inner magnetosphere and have some impact on the
results at geosynchronous orbit. In addition, a quiet time ring
current model is used as the RCM initial condition. We found
bubbles to be injected into the inner magnetosphere during
the substorm expansion phase and the associated geosyn-
chronous energetic particle injection. The bubble injection
picture is consistent with other recent modeling work which
uses different methods to drive the RCM. In the earlier
simulations [e.g., Yang et al., 2008; Zhang et al., 2008, 2009],
bubbles were produced by assuming low PV 5/3 on part or all
of the RCM tailward boundary; in the present case, the
bubbles were produced by the MHD calculation itself.
[36] To gain insight into how the MHD code created

bubbles, we looked at the entropy parameter PV 5/3 in the
OpenGGCM and found that the major injected bubbles were
from magnetic reconnection in the MHD code. Multiple
reconnection sites at different local times and distances were
observed and their evolution through time was found to be
complicated. There were signs of violation of ideal MHD
before the code onset near ∼11 RE on the night side, probably
because of numerical diffusion. The simulation indicates that
in a real event, the bubble creation and propagation could be
more complicated than the simplified 2‐D picture. The MHD
calculation suggests that the processes are much more com-

plex and dynamic than was represented by the simple ad hoc
boundary conditions assumed in the earlier calculations
[Yang et al., 2008; Zhang et al., 2008, 2009].
[37] We compare the RCM energetic particle flux with data

measured by the SOPA and plasma moments with MPA data
on LANL‐97A and LANL‐89‐046 satellites. The simulation
results are in general consistent with observation. In our
simulation, a dispersionless injection is predicted at the vir-
tual LANL‐89‐046 satellite and dispersed flux increase at the
LANL‐97A virtual satellite. The simulation showed a qual-
itatively reasonable picture of the bubble injection into the
inner magnetosphere during a magnetospheric substorm.
[38] The simulation also demonstrated that by coupling an

inner magnetosphere ring current model to a global MHD
model, one can add missing physics to the MHD model,
which cannot study processes like dispersed substorm par-
ticle injection on its own. The implication of the bubble
injection found in this simulation is encouraging for the
continuing development of MHD and RCM coupling, since it
provides a consistent approach to nonadiabatic bubble crea-
tion and adiabatic bubble convection.
[39] A comparison simulation in which the electric field is

self‐consistently solved by RCM is also presented, confirm-
ing the injection picture and suggesting the need to use

Figure 15. Equatorial potential electric field (mV/m) comparison between (a) the RCM potential from
Run2 and (b) the OpenGGCM potential from Run1. Contours are electric field strength and the vectors
show the direction. (c) RCM Birkeland currents (mA/m2) from Run2 are shown in the ionosphere in solid
lines with a spacing of 5 kV. (d) OpenGGCM field‐aligned currents (mA/m2) in the ionosphere with
OpenGGCM computed potential in solid lines with a spacing of 5 kV. (e) The Pedersen conductance
(S) in the ionosphere is shown with OpenGGCM computed potential. The Sun is to the left. All iono-
spheric parameters shown are for northern hemisphere.
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RCM’s electric field. The reasons why the two setups of runs
gave similar bubble dynamics and fluxes are as follows.
[40] 1. The bubble injection is a short time scale process

and the inner magnetosphere on a global scale might not have
enough time to respond. Although the movement of the
bubble has feedback to its local electric field, it is generally
not sensitive to the ionospheric feedback of the region‐2
currents in such short time scale. In particular, the more
energetic particles are not sensitive to the electric field.
[41] 2. The motion of the bubble largely depends on the

local magnetic field (the same in two runs) and electric field
(similar in the bubble region). From Figure 5, we can see that
the current structure in the bubble‐injection region is similar
in the RCM and OpenGGCM cases, although the MHD
currents are more diffuse, and region‐2 currents are weaker.
[42] 3. Before the injection, the IMF Bz is mostly north-

ward and the convection strength is weak from 07:00 UT to
10:00 UT. When the IMF turns southward at ∼10:00 UT, the
polar cap potential starts to increase and region‐2 currents
start to build up. Since the RCM in Run2 use the OpenGGCM
potential for its polar boundary condition, after a short time,
the electric field from Run2 is similar to the electric field from
Run1 at 10:45 UT except for the slightly better shielding. The
similar preinjection electric field configuration contributes to
the similar bubble dynamics of the two runs.
[43] Work toward a fully coupled RCM and OpenGGCM

model will be continued to achieve better magnetospheric
self‐consistency. In these simulations, the pressure profiles
computed by OpenGGCM and RCM differ considerably in
the inner magnetosphere (e.g., the pressure profile com-
parison shown in Figure 5c). Although the timescale for
a substorm event is much shorter than a storm, it may still
be substantially impacted by the RCM feedback to the
OpenGGCM, e.g., in the growth phase of the substorm.
Future work will show how much impact the lack of pressure
consistency between the RCM and the MHD has in terms of
the detailed dynamics of a substorm.
[44] Another issue that arises with the use of RCM to

simulate the fast moving bubbles is the possibility of violat-
ing the RCM slow‐flow assumption. The neglect of inertial
currents limits the RCM to work in subsonic flow regions
and precludes representation of waves. The problem could
be partially addressed by adding those currents into the
Vasyliunas equation and evaluation of the effects is needed.
We are working to address these issues and they will be left
for future study.

Appendix A: Exchange Information Between RCM
and OpenGGCM

[45] The OpenGGCM is a parallel code so that different
parts of the computational domain are solved on different
nodes; it uses the message passing interface (MPI) library to
exchange of information between computational nodes, while
the current version of the RCM is serial so that all calculations
are done on a single node. In order to communicate infor-
mation from the OpenGGCM to the RCM, conversions have
to be done to allow information exchange. The RCM works
on a 2‐D ionosphere grid which usually has grid size around
200 × 100. The OpenGGCM provides the following quanti-
ties to RCMon the boundary: hs, the flux tube content per unit
magnetic flux for particles of invariant energy ls, V the flux

tube volume, and the mapping point on the equatorial plane
and themagnetic field at themapping point. TheOpenGGCM
has magnetic field information and plasma density r and
pressure P (or temperature T ) on its 3‐D grid, in GSE coor-
dinates. It thus traces from every grid point of the RCM
ionospheric grid (in the northern hemisphere) to the southern
ionosphere to get the x and y locations where the field lines
cross the equatorial plane, and the magnitude of the magnetic
field, here the equatorial crossing point is defined as the
crossing point between the field and the center of the current
sheet. During the trace procedure, we use a dipole magnetic
field inside 4.5 RE, the MHD magnetic field outside 6.5 RE

and a smooth combination of the two fields in between.
Interpolation is done to map the MHD ionospheric potential
onto the RCM grid. To get the flux tube content per unit
magnetic flux h for a particular chemical species(electron and
proton) and particular energy invariant, from the single fluid
MHD number density n and temperature T, one first has to
assume a temperature ratio between electrons and protons.
We take the observational plasma sheet ion and electron
temperature ratio as Ti/Te = 7.8 [Baumjohann et al., 1989].
Then we need to assume a distribution function fs(l) for each
particle species; then flux tube content can be derived using
the formula

�s ¼
Z �max

�min

25=2�

m3=2
s

fs �ð Þ
ffiffiffi
�

p
d�; ðA1Þ

where lmax and lmin are the minimum and maximum
invariant energy values of channel s.
[46] One choice for the distribution function fs(l) is a

Maxwellian

fs �sð Þ ¼ n
ms

2�kTs

� �3=2

e� �sV�2=3=kTð Þ; ðA2Þ

where k is the Boltzmann constant, n is particle number
density, T is Ti for ions and Te for electrons, and s denotes to
different energy channels for particular particle species.
Integration gives the conversion formula for flux tube con-
tent as
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q
, Xmax is the value of X when l = lmax

and erf (x) is the error function.
[47] One can also assume a kappa distribution function as
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where b is �� 1
2 and the other factors are defined in the

same way as in (A2). The integration gives
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q
. From RCM’s multifluid information to

MHD, one just needs to sum up all the energy channels and
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the formulas are

n ¼
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and
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